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Abstract Artificial intelligence and all AI-based tools have recently become a 
crucial part of everyday life both for individual users and businesses. Yet, with it 
have come the doubts and distrust toward AI, as well as the lack of awareness of the 
ways of using this tool. Inspired by the scale of research dedicated to the use of Tech-
nology Acceptance Models like TAM or UTAUT2, the authors have developed the 
Technology Readiness Index—Environment-Organization-Use (TRIEOUS) frame-
work to measure the usage and adoption of generative AI, specifically for micro-
enterprises. This paper presents the content of this framework and the procedure of 
validation of the framework with the help of EFA and CFA analysis methods. Results 
of the statistical validation, based on the pilot testing data, show that the TRIEOUS 
framework, combining TAM, TOE, and TRI models, in its current format, does 
not sufficiently match the phenomena it is supposed to analyze. Modifications of 
the framework, beginning with the decrease in the number of analyzed items, are 
required. 

5.1 Introduction 

In 2016, during the 46th World Economic Forum it was announced that current 
economics, in the era of the 4th Industrial Revolution is being led by the artificial 
intelligence (AI) [1]. Indeed, AI has been used by individuals and companies in 
various fields, introducing permanent changes into our activity. AI-based technolo-
gies are being used in manufacturing, finance, medicine, education, music, and many 
other spheres of our life. However, both individuals and whole companies tend to be 
hesitant about accepting AI in its full potential. That is why it is crucial to explore 
users’ acceptance and attitudes regarding AI, generative AI and all AI-based tools. 
It is essential to reveal the factors influencing users’ acceptance of AI and their 
willingness to use it for professional or private tasks [2].
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One of the most frequently used tools to access users’ acceptance of technology 
presently are the Technology Acceptance Model, proposed in 1989 [3], and further 
developed into TAM2 [4] and TAM3 [5], and the Unified Theory of Acceptance and 
Usage of Technology (UTAUT) model, proposed in 2003 [6] and later changed into 
the UTAUT2 [7]. For instance, only in the year 2024 (as the year of publication), the 
search of the keywords “Technology Acceptance Model” OR “TAM” gives 22 papers 
in the IEEE Xplore database, 432 papers in Scopus, 16 069 papers in ScienceDirect 
database. “UTAUT” OR “UTAUT2” results in 12 papers in IEEE Xplore, 200 papers 
in Scopus, and 164 papers in ScienceDirect. These models have been frequently 
verified to work as efficient tools to assess acceptance of various kinds of technologies 
(as well as AI) by various groups of users. Moreover, there exist other models, 
developed separately or on the basis of TAM and/or UTAUT, as well as there are 
adoptions of these models created for usage in particular areas. However, much fewer 
research works present the combination of more than two different models into one 
research tool. 

The authors of this paper have made an attempt of combining the Technology 
Acceptance Model, Technology Readiness Index and Technology–Organization– 
Environment model into one tool. Thus, the paper presents the Technology Readiness 
Index—Environment-Organization-Use (TRIEOUS) framework, developed for the 
assessment of the usage and adoption of generative artificial intelligence by micro-
enterprises, as well as the procedure of this framework’s validation, conducted with 
the Exploratory Factor Analysis and the Confirmatory Factor Analysis. The objective 
of the validation is to reveal whether the suggested tool fits the data of the phenomenon 
that it is supposed to measure. 

The paper is structured as follows: the next section provides the theoretical back-
ground of AI application by enterprises, and presents the review of the approaches 
toward AI acceptance assessment, presented in literature; Sect. 5.3 introduces the 
conceptual model developed by the authors; Sect. 5.4 present the process of statistical 
validation of the model and the results of this validation; the final section (discus-
sion) draws conclusions on the results of the study, and argues on their possible 
implications. 

5.2 Theoretical Background 

5.2.1 Problem Identification 

Digital transformation of business organizations is a continuous process, where infor-
mation communication technologies change processes, business models, and corpo-
rate relationships. Business organizations want, using the digital transformation, to 
stay relevant on their markets, speed up decision-making, improve customer service, 
automate robotic processes, and reduce business risks. Digital transformation is a 
highly complex endeavor that impacts the whole organization and covers various
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technologies. In this study, the authors focus on the factors having impact on the 
generative AI technologies implementation and usage in business units. 

According to Weber [8], AI is the science of creating intelligent machines, and 
particularly intelligent computer programs. This discipline is related to the activities 
of using a computer to understand human intelligence. It is not a uniform discipline, 
but nowadays, there are plenty of AI sub-domains, i.e.:

• Natural language processing (NLP), for modeling the human computer interaction 
and analyzing large amounts of natural language data.

• Robotics, including mechanical engineering, electrical engineering, information 
technology, and computer science for construction robots supported with sensors 
and able to perform designed tasks.

• Cognitive system development to approximate biological cognitive processes.
• Knowledge engineering to support diagnosing and reasoning of computerized 

systems.
• Machine learning for solving problems through good training data and usage of 

large amounts of data for reasoning. 

Niemi et al.  [9] highlight also other sub-disciplines, such as:

• Speech, voice, and image recognition.
• Autonomous agents use as software bots.
• Data mining for diagnosing, predicting, socio-emotional well-being analysis, and 

fraud detection. 

The authors aim to evaluate the intention of micro-enterprises’ managers to use the 
AI solutions. That technologies’ usage is assumed to depend on the socio-economic 
and environmental contexts. Micro-enterprises have from one to nine employees. 
The managers of such companies are unique, because they have an opportunity to 
direct and control all employees and all business assets. They impact the application 
of technical knowledge and skills, client orientation, customer satisfaction, achieving 
results, knowledge sharing and internal cooperation, managing staff, and develop-
ment of trust and integrity. They should be competent enough to make decisions on 
investment into AI technologies. 

5.2.2 Literature Review 

The origin of AI goes back to 1950s, when the artificial neural networks were devel-
oped. Although the AI solutions are highly technical, requiring computer science 
knowledge and mathematical reasoning, the simplicity and intuitiveness of the mass 
production solutions easily accessible for citizens may inspire to implement and 
usage the AI software and devices. 

This study presents a novel framework of the AI acceptance and contestation. This 
study results in identification of the factors influencing the willingness and fears of 
using AI. The authors conclude that statistical models are useful for policy decision
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makers and business managers who are involved in the promotion of the AI solutions 
implementation in business organizations [10]. 

The study aims to estimate the AI determinants and their impact on the AI 
technologies intention to use. Authors began from the literature survey on the 
AI modeling. The search query used to search titles, keywords, and abstracts 
was: “Artificial Intelligence” and “Exploratory Factor Analysis” and “Confirmatory 
Factor Analysis.” The authors reviewed a number of repositories and found a large 
number of papers: IEEEXplore—28 papers, Scopus—44 papers, ScienceDirect— 
441 papers, PubMed—9 papers, Association for Information Systems electronic 
Library (AISeLib)—36 papers, Springer Nature—228 papers, and Sage Journals— 
104 papers. The papers were published within 2015 and 2024. The search included 
articles and conference proceedings written in English. The literature survey allowed 
for the identification of two approaches to the conceptual model formulation:

• Development of a novel framework from scratch [11–16].
• Modifying existing sociometric or psychometric frameworks by combining them, 

introducing new constructs, or removing those previously included by other 
authors [17–19]. 

In the conceptual model provided by [17], the attitudes toward adoption are posi-
tively related to the perceived ease of use (PEOU) and perceived usefulness (PU). 
The other construct included in the conceptual model are as follows: perceived self-
efficacy (PSE), facilitating condition (FC), perceived risk (PR), and behavioral inten-
tion to adopt (BI). Poushneh et al. [18] developed the perception–action model of 
empathy (PAM) to understand how the empathetic response and narcissism can attract 
a person’s attention, which in turn facilitates information exploration and results in 
consumer satisfaction and the use of voice AI. Chakraborty et al. [19] have inte-
grated the Elaboration Likelihood Model (ELM) and Status Quo Bias (SQB) theory 
to develop the Unified Framework for Trust on Technology Platforms. 

This study novel framework is driven by theoretical background including the 
Theory of Reasoned Action (TRA) and Theory of Planned Behavior (TPB). The 
TRA provides a background of behavioral intention on attitude and behavior [20]. 
The TPB offers a connection between principles and behavior. The TRA and TPB 
explain that behavioral response is driven by how great the intention or motivation 
is [21]. 

Chronologically, the oldest framework proposal was provided by Fishbein and 
Ajzen, who developed the Theory of Reasoned Action (TRA) [20]. Later, Rogers 
[22] provided the Innovation Diffusion Theory. In 1989, Davis [3] proposed the 
Technology Acceptance Model (TAM), which was further developed as TAM2 [4] 
and TAM 3 [5]. In 2003, Venkatesh et al. [6] published the Unified Theory of Accep-
tance and Usage of Technology (UTAUT) model, which was further changed into 
the UTAUT2 model [7]. In this study, the authors propose the conceptual model, 
which covers three latent variables, also included in the TAM model. They are as 
follows: perceived usefulness (PU), perceived ease of use (PEO), and continuance 
intention to use (CITU). For that constructs’ identification, the authors used the 
Revised Technology Adoption Model (RTAM) provided by Chukwuere et al. [23].
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According to them, perceived usefulness means confidence in information tech-
nology to increase user productivity, effectiveness, and task performance. Perceived 
ease of use (PEOU) variable is understood as a personal judgment that technology 
can be used in a comfortable way. Intentions to use include personal willingness and 
desires to use a particular technology. The RTAM summarizes the development of 
the TAM development and its modifications. The RTAM framework can be consid-
ered as set of conceptual models, in which independent and dependent variables have 
been identified and relationships among variables have been proposed and estimated. 

Chittopaka et al. [24] considered the Technology–Organization–Environment 
(TOE) model as different from TAM, TPB or UTAUT model. The technology 
perspective covers the following variables: relative advantage, compatibility, trust, 
and security. Organizational (ORG) perspective covers variables such as firms’ IT 
resources, higher authority support, firm size, and monetary resources. Finally, the 
Environment (ENV) perspective comprises the rivalry pressure, business partner’s 
pressure, and regulatory support. In this study, the authors included the technology 
variables in the TAM and TRI models. 

Ullah et al. [25] define Technology Readiness (TR) as a four-dimensional construct 
covering optimism, innovativeness, insecurity, and discomfort. Parasuraman [26] 
constructed the Technology Readiness Index (TRI) including just those four dimen-
sions. The optimism (OPT) means a positive view of technology and perception of 
benefits. Innovativeness (INN) refers to the role of a technological leader. Discom-
fort (DIS) refers to a perceived lack of control over technology and a feeling of 
being stressed while a technology usage. Finally, insecurity (INS) is a certain skep-
ticism about technology, concerning about its potential harmful consequences [26]. 
The TR demands positive evaluation of technology in terms of quality, value, and 
satisfaction. Those motivators increase the technology usage, while inhibitors, i.e., 
discomfort and insecurity, lead to the technology rejection. According to Mahmud 
et al. [27], the TR represents the psychographic profile of the individuals based on 
the perceptions of the technology value. 

Although TAM is a widely used framework for evaluation of user intention to 
accept innovative technology, the model does not use a social influence variable 
for Technology Acceptance. Hence, in the proposed framework, the Technology 
Readiness Index (TRI) is included. Although TRI with TAM can provide a better 
perspective on the Technology Acceptance, a need to understand the users’ context 
for perception of innovative technology encouraged the authors to combine TRI 
with selected variable of TOE framework, i.e., environment and organization. Thus, 
in this study, the authors proposed the conceptual framework, Technology Readiness 
Index—Environment-Organization-Use, as a combination of TRI, TOE, and TAM 
models.
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5.3 Conceptual Model 

With the objective to measure the potential of adoption and acceptance of gener-
ative artificial intelligence by micro-enterprises, the authors developed an instru-
ment, i.e., the conceptual framework, Technology Readiness Index—Environment-
Organization-Use (TRIEOUS). Its model is presented in Fig. 5.1. 

The authors pursue to determine the influence between constructs, so they indicate 
that a questionnaire survey is the appropriate research method for verification of 
theoretical linkages and interaction between the observable variables (i.e., items). 
Thus, the following steps were followed: 

1. Prepare online questionnaires based on the selected measurement items. 
2. Include introductory information to explain the purpose of the survey to 

respondents. 
3. Conduct a pilot test of the questionnaire with a group of 24 selected respondents. 
4. Distribute the questionnaires to relevant managers in Poland. 
5. Collect data and assess its completeness. 
6. Apply Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis 

(CFA) to estimate the conceptual model. 
7. Analyze the validity and reliability of the estimated model. 
8. Evaluate the structural model. 

The items of the developed instrument (TRIEOUS model) are presented in 
Table 5.1. The initial version of the instrument was made up from three subscales. 
First scale were the Environment (ENV) and Organization (ORG) dimensions from 
TOE framework containing twelve and eleven items, respectively, second scale was 
the TRI index containing dimension like Optimism (OPT), Innovativeness (INN), 
Discomfort (DIS), and Insecurity (INS) made up of a total of 23 items, classified 
into four dimensions. The third scale was adapted from the Technology Acceptance 
Model and its later extensions to include three dimensions: perceived usefulness 
(PU), perceived ease of use (PEOU), and continuance intention to use (CITU). These 
dimensions have three, four, and three items, respectively. A 7-point Likert scale was 
used to measure the items. For all dimensions the value 1 was associated with the 
“strongly disagree” label, while the value 7 was associated with the “strongly agree”

Fig. 5.1 TRIEOUS conceptual model 
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label. It is necessary to add here, that all litem questions (Table 5.1) consider gener-
ative AI technology. The phrase “generative AI” was not repeated in each statement 
to eliminate redundancy.

For a pilot testing of the survey questionnaire (step 3), a sample of 24 respon-
dents from micro-enterprises were randomly chosen in Silesia region, Poland. This 
preliminary research allowed eliminating some observable variables, which were not 
valuable in the study. Later (in step 4), 229 complete questionnaires were gathered in 
a two-month lasting survey. The questionnaire was divided into three parts: the first 
part gave a brief explanation of the research’s purpose and guaranteed respondents’ 
anonymity and confidentiality; the second part asked questions about the respon-
dents’ industry and number of work years at the surveyed company, company’s size 
(i.e., number of employees) and age; and the third part asked the stakeholders to 
provide feedback on the results of adoption of digital transformation. 

The survey was conducted by collecting the data from the 229 micro-enterprises. 
In Poland, a micro-enterprise is an enterprise employing fewer than ten employees 
and for which the annual turnover and/or annual balance sheet total does not exceed 
Euro 2 million. The interviewed companies have one to three employees. The average 
number of employees in the sample companies was two persons. The surveyed 
companies’ age was two years at minimum and 98 years at maximum. The average 
age of the company stay on the market was 17 years. The questionnaires were 
provided to the micro-enterprises managers. Minimum number of manager work 
years in the micro-enterprise was one year, maximum—four years, and average— 
two years. The managers were asked to declare the industry, which the company 
belongs to. Hence, there were 67 commerce firms, 79 service firms, 70 production 
firms, and 13 high-tech firms. 

5.4 Results 

To perform steps 6–7 of the model development procedure (as presented in the 
previous section) and, thus, to conclude on the validity of the TRIEOUS model, 
the authors began with the Exploratory Factor Analysis (EFA), then followed by 
the Confirmatory Factor Analysis (CFA). This analysis was achieved after several 
attempts, resulting in a final survey instrument containing 52 questions divided into 
nine dimensions. 

The EFA was conducted using IBM SPSS and the oblique Promax rotation method 
with Kaiser normalization [35]. This method allows for correlations between factors. 
Items with loadings below 0.3 were removed to ensure that the criterion guaranteed 
the adequacy of saturation and relevant factors [36]. This happened to items ENV11, 
ORG8, INN6, DIS6, and DIS7. The Kaiser–Meyer–Olkin (KMO) test result was 
0.931, indicating the adequacy of the sample for factor analysis, while Bartlett’s test 
of sphericity was significant (χ2 = 8122.580; df = 1326; p < 0.001), supporting 
the reliability of the data for EFA. The final version of the factor analysis explained 
58.51% of the true variance in the responses provided by the study participants.
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Table 5.1 Items in the instrument 

Construct Item Item question References 

ENV ENV1 The utilization of technology in the company will enable 
making the right decisions and executing the appropriate 
tasks 

[28, 29] 

ENV2 Technology allows for significantly faster decision-making 
and action execution 

ENV3 Technology provides greater control over company 
operations 

ENV4 Friends and colleagues influence my decisions to use 
technology 

ENV5 The application of technology enhances the coordination of 
activities within business partner networks 

ENV6 Our company’s business partners recommend the adoption 
of technology 

ENV7 Technology providers are actively encouraging us to 
purchase technology 

ENV8 Current legal regulations are adequate for data management 
using technology 

ENV9 Government organizations inspire me to trust technologies 

ENV10 Government organizations support the implementation of 
technology 

ENV11 Legal frameworks are necessary to address issues arising 
from the use of technology 

ENV12 Legal regulations are sufficient to ensure the safe use of 
technology 

ORG ORG1 The top management in my company supports the 
implementation of technology 

[30, 31] 

ORG2 The top management provides the necessary resources for 
technology implementation 

ORG3 The top management is willing to take the risks associated 
with technology adoption 

ORG4 High acquisition costs discourage the adoption of 
technology 

ORG5 Financial resources are critical for the adoption of 
technology 

ORG6 Only highly profitable companies can afford to adopt 
technology 

ORG7 Compatibility of technology with current company 
operations encourages its adoption 

ORG8 Technology is not compatible with the processes in my 
company 

ORG9 The hardware and software in my company are compatible 
with the technology requirements

(continued)
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Table 5.1 (continued)

Construct Item Item question References

ORG10 The technology aligns with the work culture and values in 
my company 

ORG11 My company provides me with access to knowledge and 
training to use technology 

OPT OPT1 Technology makes me work more efficiently [26, 32, 33] 

OPT2 Technology gives me the ability to control my daily work 

OPT3 Technology motivates me to take action and enhances my 
knowledge 

INN INN1 I am willing to purchase technology even if I am not fully 
familiar with it 

INN2 The changes required due to technology are consistent with 
current practices in the company 

INN3 My company is ready to acquire people with the necessary 
technical and managerial skills for technology 
implementation and operation 

INN4 I usually use technology without the help of others 

INN5 I understand the significance of technology in my work 
environment 

INN6 The skills required to use technology are beyond my reach 

INN7 Using technology is an experiment; I learn it through 
practice 

INN8 The results of using technology are widely visible, which 
encourages its adoption 

DIS DIS1 Technologies complicate company procedures 

DIS2 I avoid using technology for fear that something might go 
wrong 

DIS3 I believe that technology might eliminate me from the job 
market 

DIS4 I believe that technology threatens the protection of my 
privacy 

DIS5 I trust technology and the decisions made with its help 

DIS6 I believe that technologies are not designed for people 
without technical education 

DIS7 The instructions on how to use technology are not written 
in simple language 

INS INS1 Technology reduces the quality of social relationships by 
diminishing direct contact 

INS2 Technology causes my company’s information to be 
potentially used without the company’s consent 

INS3 The security of technology is inadequate for processing our 
company’s information

(continued)



86 A. Strzelecki et al.

Table 5.1 (continued)

Construct Item Item question References

INS4 Traditional technologies are safer than the ones listed below 

INS5 Technologies hinder work and can even be harmful 

PU PU1 The use of technology has positive effects on the 
environment and society 

[3] 

PU2 The use of technology improves my company’s operations 

PU3 The introduction of technology reduces hardware and 
software costs in my company 

PU4 Using technology is enjoyable and fun 

PEOU PEOU1 I am often confused about whether and when to use 
technology 

[4] 

PEOU2 When using technology, I constantly check (will check) the 
user manuals 

PEOU3 Working with a technical system requires (will require) 
significant mental effort on my part 

CITU CITU1 I will use technology in the future [3, 6, 34] 

CITU2 I will recommend (suggest) the use of technology to others 

CITU3 I prefer using technology over rejecting it 

CITU4 I plan to implement technology within the next year

Subsequently, CFA was conducted to assess the difference between the observed 
data and the model’s predictions, utilizing both correlation and covariance matrices. 
The maximum likelihood method was employed for this analysis, under the assump-
tion that the items follow a multivariate normal distribution. The validity of this 
assumption was checked using the Mardia Coefficient, which is deemed acceptable 
if it is lower than the result obtained from the formula p(p + 2) [37], where p is the 
number of items in the factor model. For our model, which included 57 items from 
the original instrument, the Mardia Coefficient was found to be 3321.636, indicating 
that the matrix is likely normal. 

To evaluate the adequacy of the model, several indices have been considered. 
The first is the CFI coefficient (Comparative Fit Index) was 0.756, and the NFI 
coefficient (Normed Fit Index) was 0.653. These values suggests that the model 
does not adequately capture the relationships among the variables and may require 
modification or a different model structure to better represent the data [38]. For the 
Root Mean Square Error of Approximation (RMSEA) index, a value between 0.05 
and 0.08 would indicate a reasonable approximation error [39]. In this study, the 
result from CFA was 0.081, within the acceptable range. Finally, the Tucker-Lewis 
coefficient (TLI) is incremental fit indicator. Value close to 1 indicate a very good 
fit [40]. In this analysis in CFA, coefficient TLI = 0.738 was obtained, indicating 
further investigation and possible revisions to improve the model’s fit to the data. 

Concerning the reliability and validity of the constructs, the average variance 
extracted (AVE) values should surpass 0.50, following the criterion. To assess the
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Table 5.2 Dimensions validity and reliability 

Dimension Cronbach’s alpha Composite 
reliability (rho_a) 

Composite 
reliability (rho_c) 

Average variance 
extracted (AVE) 

Environment 0.894 0.906 0.919 0.655 

Organization 0.903 0.909 0.923 0.633 

Optimism 0.891 0.892 0.932 0.822 

Innovativeness 0.803 0.808 0.871 0.629 

Discomfort 0.696 0.765 0.827 0.620 

Insecurity 0.836 0.867 0.888 0.667 

PU 0.721 0.727 0.840 0.637 

PEOU 0.742 0.759 0.853 0.659 

CITU 0.861 0.869 0.906 0.708 

internal consistency of Fornell–Larcker the measurement scale, both Cronbach’s 
alpha and composite reliability were utilized. The literature generally suggests that 
these coefficients should be above 0.7, although some scholars, such as Hair [41], 
argue that a threshold of 0.6 can also be acceptable. Table 5.2 displays the reliability 
and validity measures for both samples, with all indices meeting satisfactory levels. 

5.5 Discussion and Conclusions 

In this paper, the authors present an instrument developed to measure the usage and 
attitude toward generative AI within micro-enterprises. The instrument represents a 
questionnaire with statements and the 7-point Likert scale to evaluate these state-
ments. In the suggested instrument, the authors combined the dimensions from the 
Technology–Organization–Environment (TOE) framework, the Technology Readi-
ness Index (TRI), and the Technology Acceptance Model (TAM). The developed 
framework was called Technology Readiness Index—Environment-Organization-
Use (TRIEOUS). The TOE gave the environment and organization dimensions. The 
Environment refers to the external and internal conditions that affect the adoption 
and acceptance of technology in an organization. The Organization refers to internal 
factors within a company (e.g., management support, financial resources, culture, 
etc.) that influence the adoption and acceptance of technology. From TRI the authors 
took: Optimism (the positive perception that technology enhances personal effi-
ciency, motivation, and knowledge), Innovativeness (an individual’s willingness to 
embrace and experiment with new technologies), Discomfort (the negative percep-
tions and anxieties associated with technology), and Insecurity (concerns about tech-
nology compromising social interactions, data security, and overall safety). Finally, 
the TAM model engagement resulted in using: perceived usefulness (confidence of an 
individual in information technology to increase their productivity, effectiveness, and 
task performance), perceived ease of use (perception that technology can be used in a
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comfortable way), and continuance intention to use (a commitment to ongoing tech-
nology use, including future usage plans and recommendations to others). Overall, 
the developed questionnaire initially contained 57 questions within nine dimensions. 

The instrument was validated with the Exploratory Factor Analysis (EFA), and 
then—with the Confirmatory Factor Analysis (CFA). The EFA revealed the loadings 
below 0.3 for five items (to be found in Table 5.1): ENV 11 (Environment dimension), 
ORG8 (Organization dimension), INN6 (Innovativeness dimension), DIS6 and DIS7 
(Discomfort dimension). This means that these five items had to be removed from 
the list to make sure that the remaining items were strongly associated with the 
factors (dimensions) and that the factors (dimensions) themselves were meaningful 
and relevant. This led to the final number of items in the questionnaire being 52. 

The CFA was further used to verify how well the proposed instrument matches the 
observed phenomenon. Out of four coefficients used (CFI, NFI, RMSEA, and TLI), 
only one (RMSEA) indicated a reasonable fit; the other three indices showed that 
the instrument needs revision because it does not fit the observed data. Taking into 
consideration the fact that all the applied models (TOE, TRI, and TAM) separately 
have been widely applied are known mostly to match the observed phenomena, the 
authors would conclude that it is the combination of three models that results into 
the instrument not passing the verification. Nine dimensions from three models, with 
a maximum of eleven items for one dimension (ENV), and 52 items in general—all 
that together may have resulted in the instrument being “too much” and too complex 
for analyzing the issue of generative AI usage by micro-enterprises. This leads to the 
conclusion that aiming to develop an efficient instrument to measure the potential of 
GAI in micro-enterprises, the authors will need to experiment with other versions of 
connecting the Technology–Organization–Environment framework, the Technology 
Readiness Index, and the Technology Acceptance Model into one research tool. 

To support the idea by similar studies, the authors have searched for the works 
published within the last five years, for they analyze the acceptance of the most 
recent technology available for the enterprises. The revealed papers use the TAM and 
UTAUT/UTAUT2 model, or their combination, to explore the Technology Accep-
tance in micro-enterprises. For instance, Bonfanti et al. [42] apply TAM to study the 
intentions of microentrepreneurs’ to use social networking sites, while Buvár and 
Gati [43] study the adoption of digital marketing by micro-enterprises. In both cases 
the Structural Equation Modeling was used to verify the results of the applied ques-
tionnaires. Validation of the model itself was not required. The authors Anton et al. 
[44] in their paper use the UTAUT2 model in combination with the Diffusion of Inno-
vation (DOI) model and Business Model Canvas (BMC), obtaining their TAMC— 
Technology Adoption Model Canvas. The TAMC is stated to serve as a framework 
for assessing both the readiness to adopt smart technology and the effectiveness of 
the implemented technology, using qualitative and quantitative approaches. Yet, the 
paper does not provide any statistical validation of the model being fit to assess smart 
technology adoption. Thus, it cannot be fully compared with the results of the work 
presented in our paper. 

The authors believe that the preliminary results of the Technology Readiness 
Index—Environment-Organization-Use (TRIEOUS) model validation, presented in
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the paper, would contribute to the theory and practice of Technology Acceptance anal-
ysis. Regardless the fact that the suggested instrument presently requires improve-
ment, it can serve as the basis for further developments of other similar tools for the 
exploration of Technology Acceptance and use not only by micro-enterprises, but 
also by enterprises of other size. Based on the conducted research, it appears that 
the UTAUT2 model may still be considered a standard. Despite having been present 
in the research field for over a decade and some of its shortcomings being noted, it 
remains attractive for determining the willingness to accept new technologies, such 
as artificial intelligence. 

Future research aimed at further developing this topic could focus on validating 
the scale by selecting observed variables that accurately and reliably define latent 
variables. Another potential direction for research could involve using data not from 
micro-enterprises but from larger enterprises that also use AI tools. 
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