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Generative Al in Curriculum Design: Empirical
Insights Into Model Performance and
Educational Constraints

Paulina Rutecka*”, Karina Cicha

Abstract—This study verifies the ability of large language models
(LLMs) to generate a curriculum and develop syllabi for specific
courses. We prompted four models to generate two sets of curricula
for a bachelor’s degree in Economics and Management. We also
generated syllabi for the courses included in the curriculum. We
chose five Polish public economics universities offering those degree
programs for comparison. Four LLMs were used in this experi-
ment: ChatGPT-3.5, ChatGPT-4, Google Bard, and Gemini. Two of
them are multimodal models. The study used an iterative approach,
increasing the detail of the prompt in each iteration. The results
show that the more specific prompt is given to the LLM, the less
accurate the results are. Moreover, the experiment shows that none
of the LL.Ms developed a complete curriculum at a level comparable
to that generated by humans. However, LLMs can significantly
help create a curriculum and develop syllabi by humans, provided
that there is close human-artificial intelligence (AI) collaboration.
The results obtained from the Al-assisted curriculum design differ
depending on the model. By analyzing the differences between the
tools and the real degree programs and syllabi, we determined that
multimodal models are better suited for this task than older models.

Index Terms—Artificial intelligence (AI)-generated content,
curriculum design, generative AI (GenAl), higher education, large
language model (LLM).

1. INTRODUCTION

HE possibilities of large language models (LLMs) as
T tools supporting textual work at higher education level
are broadly discussed. Scientists are testing the capabilities of
LLMs in supporting scientific research [1], research processes
organization [2], identification of knowledge gaps [3], support-
ing research methods [4], and text summarizing and drawing
conclusions [5].

Related research emphasizes the inadequacies and flaws of
LLMs in academic work [6]. Some researchers point out that
LLMs do not cope with assignments requiring critical thinking
[7] or communication of scientific concepts [8], and that the use
of LLMs in scientific work is unethical [9].

However, the development of LLMs is inevitable, which can
already be observed through 1) developing solutions supporting
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text and data work by technology companies and 2) developing
specialized models, the so-called Research Assistants, used in
biomedical research [6], research trend identification [10], to
identify studies related to a topic of interest [11], text sum-
marization and explanation of the calculations performed in
these studies [12], and generation of articles titles and abstracts
[13]. Researchers also claim to use LLMs in their academic
work, which does not involve a creative process but only the
nonscientific content generation [14].

The use of artificial intelligence (Al) to generate nonscientific
content was addressed, among others, in 2018 by a team of
IBM researchers [15], who developed a model dedicated to
determining learning outcomes based on the educational ma-
terials content. It provoked others [16] to verify the possibility
of using paulina rutecka (GPT)-4 for the same task, to use LLMs
to generate curricula for education programs and syllabi for
specific courses [14], [17], and to include the use of particular
teaching/learning methods in the generated curricula and syllabi
[18].

Since the number of available LLMs is increasing, the ques-
tion arises: to what extent can they fulfill the role of assistants
in creating high-quality textual content for higher education
institutions (HEIs), and which model can perform the task more
efficiently?

As HEI representatives, we decided to empirically verify
the assumption presented in various research works [14], [17],
[18]—that LLMs can generate a complete list of topics that
should be covered within syllabi and even entire study programs.

To achieve this objective, we focused on generating syllabi
and curricula using LLMs. By doing so, we will be able to test
and compare the textual output delivered by the LLMs and, in
addition, to answer three research questions (RQs).

1) RQI:1san LLM able to propose courses that are adequate

for the curricula of a particular degree program?

2) RQ2: Is it possible to generate an entire curriculum

through an LLM?

3) RQ3: Which LLM provides the most similar results to

human-written text?

Since the authors of this article are academics working in
Management and Economics, their field of interest and the area
of the experiment presented are the degree programs offered at
the universities of economics in Poland.

The rest of this article is organized as follows. Section II
presents the results of literature review on the application
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TABLE I
PREVIOUS RESEARCH SUMMARY

Date LLM activity studied Method Assessment Reference
Dec 2022 | Full text of the scientific article Case study positive [26]
Dec 2022 | Classification of answers in the survey Comparison positive [27]
Dec 2022 | Truth of the answer Comparison positive [28]
Dec 2022 | Titles of scientific articles Expert assessment/NLG evaluation metrics positive [29]
Dec 2022 | Scientific abstracts ?;23: d human reviewers/Al and plagiarism negative [30]
Dec 2022 | Full text of the scientific article Plagiarism detector negative [31]
Jan 2023 Higher Order Problems in Pathology Expert assessment positive [32]
Feb 2023 Selection and support of the scientific method | Case study positive [1]
Feb 2023 Construction project schedules Comparison positive [33]
Feb 2023 Citations and References Comparison negative [34]
Feb 2023 Full text of the scientific article Expert assessment/Comparison negative [35]
Feb 2023 Solving student exam tasks Comparison positive [36]
Mar 2023 | Summary of a scientific article Comparison positive [5]
Apr 2023 | Bibliometric analysis Comparison negative [37]

Idea generation positive
May 2023 Literature review Expert assessment negative 2]

Data identification and processing positive

Empirical testing negative

of LLMs to various tasks and methods for studying LLM
performance. Section III presents the theoretical background.
Section IV describes the methods used to conduct the study
presented in this article. In Section V, we present the results of
the study. Finally, Section VI concludes this article and analyzes
its limitations, contributions, and possible directions for further
research.

II. PREVIOUS RESEARCH

Since the ChatGPT was made available, the possibility of its
use in academic work has been the subject of various studies.
Some of them are thoughts on the possible applications of this
tool [3], [4], [6], [19], [20], [21], [22], while others present the
answers that the ChatGPT returned in response to the selected
queries, along with their assessment [23], [24], [25]. Specula-
tions about LLMs’ possibilities, opportunities, and threats are
replaced by empirical studies that verify the hypotheses put
forward immediately after the launch of the ChatGPT. Publi-
cations include experiments aimed at verifying the quality of
LLM responses.

Using the Web of Science database, we searched the follow-
ing queries in the topic section: “chatgpt research,” “chatgpt
academic,” “chatgpt science,” “chatgpt impact education,” and
“chatgpt university policy.” We analyzed the studies published
between November 2022 and June 2023 and obtained 100 results
after removing duplicates. We then discarded all the results that
had a type other than Article or Review. Since the topic is still
rather recent, we allowed early access publications; however,
we rejected databases, such as Semantic Scholar or Google
Scholar. Although they could contain interesting works, they
often contain papers that have not been peer-reviewed or are
from low-quality journals or publishers.

We then analyzed the abstracts to identify the empirical stud-
ies, including the method, approximate study duration, and LLM
assessment for a specific activity conducted, to determine for
which activities the usefulness of LLMs was tested and what the

Table I provides a summary of the works we selected for further
analysis.

One of the first studies aimed at empirically verifying the
quality of texts generated by the LLM was the study of Zhai
[26]. This author tested the feasibility of generating a full-text
scientific article, finding that ChatGPT wrote an article that was
“coherent, (partially) accurate, informative, and systematic,” and
it took only 2-3 h to write the article. This study aimed to carry
out an empirical verification of whether a tool, such as ChatGPT,
could threaten the work of a scientist. The research used a case
study method.

Mellon et al. [27] conducted a study to compare the classifi-
cation performance of ChatGPT-3 in coding open-ended survey
responses by comparing GPT-3 classification results with human
results and those obtained using a supervised machine learning
algorithm [support vector machine (SVM)]. The percentage of
answers correctly coded by the generative pre-trained trans-
former (GPT) model and the SVM algorithm was compared
with the answers hand-coded by a research assistant. The study
showed that LLMs are satisfactory at encoding responses.

Wenzlaff and Spaeth [28] checked the consistency of re-
sponses on financial issues generated by the ChatGPT by
comparing them with human responses. Chen and Eger [29]
conducted a study to determine whether LLMs can gener-
ate relevant titles for research papers using abstracts as in-
put. Their adequacy was assessed using existing evaluation
metrics designed for other natural language processing (NLP)
tasks, such as machine translation or summarization and human
assessment.

Gao et al. [30] investigated the ability of ChatGPT to gen-
erate abstracts for scientific articles. The abstracts were ana-
lyzed using a plagiarism detection tool, an Al detector, and
blinded reviewers who received mixed abstracts—those gen-
erated by the LLM and the abstracts of the published sci-
entific papers. Aydin and Karaarslan [31] generated the con-
tent of a scientific article, which they further assessed us-
ing antiplagiarism tools and found the text to be of low
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Sinha et al. [32] assessed ChatGPT’s higher order reason-
ing ability by generating answers to 100 pathology (medicine)
questions and scoring them against a predefined answer key. The
responses were evaluated using qualitative assessment on a scale
from O to 5 and the structure of the observed learning outcome
taxonomy. Three expert pathologists performed the evaluation.
The average ChatGPT response rate was found to be four out of
five.

McDonald et al. [1] aimed to test the ability of ChatGPT
to conduct scientific research. They obtained information on
what statistical tests can be carried out using their dataset. The
first prompt indicated their dataset, and ChatGPT suggested
using correlation analysis, the x2 test, or logistic regression.
This finding also indicated that having more data could improve
the study results. The second prompt provided the data with
column headings and asked ChatGPT to generate the R code “to
perform survival analysis and calculate risk ratios as suggested
by ChatGPT.” The dataset contained 100 000 rows. It was found
that the code had several errors, and some data were incorrectly
specified. However, the researchers were able to identify these
problems and report them to the tool, which made adjustments
and performed the data analysis correctly. The case study method
was used in this research.

Prieto et al. [33] assessed the usefulness of ChatGPT for
scheduling projects by performing a simple construction project
(scope of work). Six experimental participants used ChatGPT
to perform the same task, formulating prompts in their own
way. Then, it was analyzed whether the elements from the
baseline were included in each of the schedules proposed by
the ChatGPT. In addition, several parameters were tested in
the implementation of the task, such as accuracy, efficiency,
clarity, coherence, reliability, relevance, consistency, scalability,
and adaptability. The measurement method for each parameter
was explained. Despite the overall positive assessment of the
usefulness of the ChatGPT, several shortcomings were identi-
fied. It was concluded that this LLM cannot replace specialists
in the area.

Day [34] analyzed the accuracy of the academic citations
and references generated by the ChatGPT. In response to five
questions addressed to the LLM, the ChatGPT returned 16
references. The author verified these references and concluded
that none of them existed.

Das et al. [38] followed the method previously presented
in [32], the authors of which also took part in the research
of Das et al. In the study, 96 questions were selected, and
three microbiologists rated the answers on a scale from 0 to 5.
The results showed that ChatGPT can answer microbiological
questions with an accuracy of approximately 80% .

Cascella et al. [5] assessed the ability of ChatGPT to under-
stand and summarize information and draw conclusions from the
text in the Background, Methods, and Results sections. Their
observations show that ChatGPT can effectively summarize
information and suggest further actions, including literature
exploration and the generation of new research hypotheses. The
researchers compared the results generated by the LLMs with
the original abstract conclusions of five medical research papers.

Ariyaratne et al. [35] compared articles written by ChatGPT
with the actual scientific papers published in radiology journals.

These articles were assessed by two independent radiologists
(expert assessment method). They found that four out of five
papers were inaccurate and contained fictitious references. The
quality of each section in these publications was also assessed,
with the Introduction section being rated the highest. Although
it was found that the articles written were consistent and seemed
professional, the information returned by the tool was false.
Farhat et al. [37] verified the suitability of ChatGPT for bib-
liometric analyses by comparing the LLM results with the
real bibliometric works. It was found that the LLM provided
inaccurate information about authors and countries and qualified
significantly fewer publications for the study (only 19% ) than
people analyzing the same issue.

Dowling and Lucey [2] tested the capabilities of this ChatGPT
in terms of its usefulness and adequacy in the task of testing and
comparing the generated output for four stages of the research
process: idea generation, literature review, data identification
and processing, and empirical testing. The results generated
by the tool were evaluated by experienced academic authors
and reviewers (expert evaluation method). Three versions were
prepared and evaluated. The first was based solely on the public
data possessed by the ChatGPT, the second included abstracts of
thematically related studies that expanded the expert knowledge
base of the tool, and the third included the specialist knowledge
of the researcher who suggested possible improvements. The
idea generation and data processing stages were highly rated
in this study, indicating that ChatGPT may be helpful in this
context as an e-Research Assistant [2].

The current studies were limited to ChatGPT based on GPT-3.
The paid version of ChatGPT using GPT-4 was made available
in March 2023 [39]. GPT-4 was identified as a better language
algorithm with more test parameters [2]. Google Bard was
made available on 21 March 2023, but only to users invited
to tests. In Poland, Google Bard was publicly available on 13
July 2023. Gemini was presented on 6 December 2023 and has
been available since February 2024. Gemini is the successor to
LaMDA and PalLM 2. It not only is a language model but also
has been enriched with the ability to understand mathematics and
physics, as well as the code of popular programming languages.
Both GPT-4 and Gemini are described as multimodal models,
i.e., having the ability to understand and generate data other than
text [40].

In terms of the quality of the information provided, GPT-3.5
and GPT-4 were compared, among others, as part of the study in
which both were subjected to a test of knowledge about gastric
cancer, the aim of which was to determine whether these LLMs
can help to popularize knowledge about this disease and, as
a result, support in consulting and detecting the disease [41].
Another study of these LLM:s is the comparison of the quality of
information on medicines [42]. In both cases, GPT-4 achieved
better results than did GPT-3.5. When the study was conducted,
there were only two publications in the Web of Science database
about Google Bard, and none related to the comparison with
GPT models.

Recent studies from mid-2023 have proposed very bold at-
tempts to use LLMs, among others, to assess human behavior as
part of mental health care [43], or to assess their usefulness in
surgical breast reconstruction [44]. These studies are based on
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the assessment of the dialog led by the authors. Considerations
are also continued regarding the possibility of LLMs taking
exams in orthopedics and traumatology [45], otolaryngology
[46], or management [36]. In the latter [36], ChatGPT and the
responses of top-performing students were compared, and it was
found that ChatGPT scores are comparable to those of high
performers.

The analyzed articles covered topics, such as scientific texts
written by LLMs, literature reviews, student exam preparation,
and course schedule planning. However, none of the included
studies is dedicated to LLM assistance in developing curricula
or course syllabi for HEISs.

III. THEORETICAL BACKGROUND

Creating a high-quality study program and syllabi is a chal-
lenging and complex task. Several factors influence this process,
such as the requirements of strategic documents [47], the prior-
ities of educational programs [48], the quality of management
principles [48], and the necessity of incorporating best practices
and research findings [49]. A syllabus constitutes a form of
contract between an HEI and a student [49]. Therefore, edu-
cational programs should be designed coherently and tailored to
market needs [48], [50], creating an attractive graduate profile
for employers with relevant graduate attributes [50], [51]. To
achieve this goal, programs should be constantly updated [50],
[51], [52], the role of new technologies should be considered,
the latest research findings should be incorporated into the
curriculum, and students’ transversal skills should be developed
[51].

The program should be ambitious, allowing students to
achieve outcomes corresponding to the appropriate qualification
level for a given country, according to the European Quali-
fications Framework [53]. In Europe, study programs should
be sufficiently aligned between universities to ensure student
mobility, as guaranteed by the Bologna Declaration [48], [54],
through the realization of similar topics, the achievement of
specific learning outcomes, and the ability to earn European
Credit Transfer System credits. However, as Biggs and Tang [54]
note, excessive reliance on benchmarking can negatively impact
the development of the individual character of universities and
the quality of education. Therefore, it is important to maintain a
balance between the individual character of a university and the
possibility of credit transfers [54].

In course syllabi, all the information, such as schedules for
covering topics, course objectives, descriptions of assessment
methods [49], information on aligned teaching strategies [54],
[55], and descriptions of instructor competencies [49], [56],
should be presented transparently. It is also essential to imple-
ment constructive alignment [57], [58], understood as a ped-
agogical practice in which teaching, learning, and assessment
activities are directly linked to the intended learning outcomes
achieved by students [54], [55]. The creation of syllabi and
study programs relies on the expertise of teams of experienced
teachers who are responsible for meeting all the criteria of these
materials’ development [50], [55]. Moreover, scientists empha-
size the necessity of a flexible approach to building curriculum,
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which includes the continuous updating of content, focusing
on students and their needs, creating programs that respond to
economic needs, and developing competencies instead of merely
accumulating theoretical knowledge [51], [61], [62].

The approach to syllabus creation has recently shifted from a
content-focused approach to a learning-focused approach [59].
Some universities, such as UMass Ambherst, provide collections
of best practices and guidelines to build course descriptions
accordingly [60]. Among the best practices for creating course
descriptions is balancing the breadth and depth of the subject
matter covered in classes. As Biggs and Tang [54] note, an overly
broad scope will lead to superficial learning, while focusing on
depth allows for the discussion of fewer topics and deep learning
within a narrow scope.

In Poland, universities’ functioning is regulated by the Law
on Higher Education and Science [63]. The Minister of Science
and Higher Education may issue detailed regulations. None of
the existing documents specify the detailed elements of syllabi
beyond the learning outcomes.

Operating independently of the Ministry since 1 January
2002, the Polish Accreditation Committee (PKA) has been
responsible for improving the quality of education. PKA’s tasks
include the evaluation of universities, as well as the development
and implementation of the quality management system, which
aims to enhance the effectiveness of actions fulfilling PKA’s
mission and to ensure that statutory tasks are performed with
guaranteed consistency in quality characteristics. In 2022, the
PKA issued an interpretation [64] regarding the creation of syl-
labi, stating that they should be considered integral documents
for the study program. However, the scope of these descriptions
should be determined autonomously by the Senate of each
university, in accordance with the principles of the Bologna
system [52].

The importance of syllabus design, as well as the mentioned
possibilities of using Chat-GPT in HEIs, allows the authors to
claim that the research on LLMs currently has a gap that can be
filled. Therefore, the authors consider this study’s objective, set
before (to test and compare the textual suggestions for curricula
and syllabi), to be justified.

IV. METHOD

To meet the previously defined objective of this article, the
authors used the quasi-experimental method to compare the
results of four LLMs: GPT-3.5, GPT-4, Google Bard, and Gem-
ini, in generating curricula and course descriptions (also called
syllabi). The curricula were generated for two bachelor’s de-
gree programs. In comparison, syllabi were generated for eight
courses (four for each of the degree programs), which are carried
out at economic universities within specific degree programs in
accordance with the applicable curricula. The curricula were
generated by three independent academic lecturers, which is
consistent with the procedure of previously conducted research
in the same field [32]. Initially, the prompts were prepared by
these three experts, and later, each person prepared a set of
curricula with the use of one tool based on the same prompts.
Each lecturer checked the generated curricula in terms of quality
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and validity. After receiving the generated content of all curric-
ula and syllabi, two more experts, who are academic lecturers
and specialists in management and economics, checked their
accuracy. The dataset for this study is available online.'

The method used in our study aligns with the approach
adopted by Ehara [65], where the calculation of the coverage
rate was employed. This rate is understood as the percentage
of ChatGPT-generated course concepts that matched the actual
concepts from the educational platform. A similar comparison
method is found in a study that compares curriculum objectives
offered by various universities with qualification requirements
in job postings [66]. Both approaches utilized a binary deter-
mination of coverage (yes or no) and calculated the percentage
coverage rate.

This study captures the possibilities of LLMs at a specific
point in time when the study was conducted, i.e., in August
2023. The analysis of the capabilities of Gemini was additionally
carried out on 5 March 2024. To enable the reproduction of this
study, we indicate the parameters of each of the LLMs used in
the study:

1) gpt-3.5-turbo, with 4096 tokens (the name GPT-3.5

is used in this article) with default settings: tempera-
ture: 0.7, max_tokens: 2048 tokens, top_p sampling: 1,
frequency_penalty: 0, presence_penalty: 0;

2) gpt-4 with 8192 tokens (the name GPT-4 is used in this ar-
ticle) with default settings: temperature: 0.7, max_tokens:
2048 tokens, top_p sampling: 1, frequency_penalty: 0,
presence_penalty: 0;

3) PaLM 2, with 1024 tokens (the name Bard is
used in this article) with default settings: tempera-
ture: 0.7, max_tokens: 1024 tokens, top_p sampling:
0, frequency_penalty: O, presence_penalty: 0; repeti-
tion_penalty: 1; no_reapet_n_grams_size: 2;

4) gemini-prol.0, with 2048 tokens (the name Gemini
is used in this article) with default settings: temper-
ature: 0.7, max_tokens: 2048 tokens, top_p sampling:
0,95, frequency_penalty: 0, presence_penalty: O; repeti-
tion_penalty: 1; no_reapet_n_grams_size: 2.

A. Generating Curricula

To generate the curricula, we used an iterative approach
based on the work of Dowling and Lucey [2], in which three
versions of output data from LLMs were generated. Since the
LLMs do not create new content, unlike proposals for scientific
articles, there was no need to involve reviewers in the analysis
process. The curricula generated by the LLMs were compared
with the existing ones of two bachelor’s degree programs in
Economics and Management at five public economic univer-
sities in Poland: Cracow University of Economics (UEKR),
the University of Economics in Katowice (UEKAT), Poznan
University of Economics and Business (UEPN), SGH Warsaw
School of Economics, and Wroclaw University of Economics
and Business (UEWR). These degree programs were selected
for analysis because they are offered at each university. As

![Online]. Available: https://zenodo.org/records/10801874

shown in the summary of the previous research, comparing the
results generated by LLMs to human work is the most common
approach for researching the usefulness of LLMs. It should be
mentioned that the research method did not include verification
of whether the curricula generated by LLMs were consistent
with the principles of constructive alignment and curriculum
coherence. The generated content was only compared with the
existing content. In our methodological approach, we adopted
the fundamental assumption that the curricula prepared by eco-
nomic universities in Poland are consistent with these theoretical
principles.

Each LLM was asked to generate a curriculum in three iter-
ations. The primary instruction was to define the role of gener-
ative Al (GenAl) and how the process of generating curricula
should be followed. The introductory prompt was “You are an
experienced curriculum developer with expertise in designing
comprehensive and balanced degree programs for universities.
Your goal is to create a detailed curriculum that ensures students
gain both theoretical knowledge and practical skills. Approach
the task by first outlining the structure of the program over six
semesters, then allocate specific courses, ensuring a balance
between lectures and practical classes. Include foundational
courses early in the program and more specialized and elective
courses in the later semesters. Consider the overall workload
and ensure that it is manageable and logically progresses in
complexity.” The first version of the answer was entirely a
chatbot suggestion. In the second iteration, the prompt was
amended with a request to add physical education classes and
foreign languages, while in the third, detailed instructions were
provided to the LLMs on assigning the number of hours and
the method of crediting. Proposals for degrees in Economics
and Management were generated using independent browsers
and accounts on the LLMs’ websites to avoid the effect of Al
learning based on previous tips. According to Burger et al. [4],
“the history of prompts matters for the response of a transformer
model and can change the model’s output.”

In the first iteration, the LLMs were asked to generate pro-
posals for curricula of Economics and Management degree
programs in the most general way: “Generate a curriculum for
the degree program $program_name, for bachelor studies at the
university of economics. Consider division into 6 semesters.
Give names of the courses, the number of hours of lectures, and
practical classes. Suggest only general courses.” In the second
iteration, a request was added to include physical education
classes and two foreign languages: “Generate a curriculum for
the degree program $program_name, for bachelor studies at the
university of economics. Consider division into 6 semesters.
Give names of the courses, the number of hours of lectures
and practical classes. Suggest only general courses. Include two
foreign languages and physical education.”

In the third iteration, the query was the most accurate: “Gen-
erate a curriculum for the degree program of ‘$program_name,’
for bachelor studies at the university of economics. Consider
division into 6 semesters. Provide the name of the course, the
number of hours of lectures and practical classes (approx. 300
hours in semesters 1, 2, 3, and about 150 hours in semesters
4,5, 6). Include physical education and two foreign languages

Authorized licensed use limited to: Otto-von-Guericke Universitaet Magdeburg. Downloaded on August 02,2025 at 07:42:56 UTC from IEEE Xplore. Restrictions apply.


https://zenodo.org/records/10801874

762

(foreign language 1 and foreign language 2) in the first two
semesters. Also, add ‘General elective course’ in semesters 5
and 6 and ‘Elective course in a foreign language’ in semester 5.
The number of lecture hours should be 15 or 30 hours, and the
number of hours of practical classes should be 30 hours.

Suggest only general courses. Present the result in a table
with columns: course name, number of lecture hours, number
of practical class hours, form of credit (exam or test), semester.

The curriculum should balance between theory and prac-
tical application, including foundational courses in $courses,
along with physical education and language skills in the early
semesters, followed by specialized courses and electives towards
the end of the program. The inclusion of general elective courses
in semesters 5 and 6 allows students to explore areas of interest
further or complement their $fieldname education with inter-
disciplinary studies. Elective courses in foreign languages and
other areas enhance the breadth and depth of the educational ex-
perience, preparing graduates for diverse roles in the $fieldname
field.”

The following expressions were used as variables depending
on the direction: $program_name (management/economics),
$fieldname (management/economics), and $courses (manage-
ment, strategy, and organization/production, distribution, and
consumption).

None of the LLMs suggested study objectives, learning out-
comes, possible educational activities, or teaching or assessment
methods. While a university should include such information in
the degree program description, in our study, we did not take it
into consideration and, thus, did not mention it in the prompts
given to the LLMs.

B. Generating Course Syllabi

When asking the selected LLMs to generate course syllabi,
we used only one iteration with the same prompt: “Generate
a syllabus for $course_name for the degree program $pro-
gram_name.” The degree program names ($program_name)
were “Economics” and “Management.” We selected the courses
from each of the programs ($course_name) included in the
curriculum at each of the five universities. The management
programs included Statistics in management, Organizational be-
havior, Project management, and Human resources management
courses. For Economics, we selected Econometrics, Basics of
law, Economic policy, and Basics of management.

C. Assignment of Courses in the Curricula

In making the decision to determine whether the course names
within the curricula are consistent, we primarily focused on
the conformity of the names. Our method is analogous to the
research methods adopted in studies that compare and determine
the degree of coverage, such as studies comparing curriculum
objectives offered by various universities with qualification re-
quirements in job postings [66].

We considered full or partial conformity; however, since
these differences were mainly at the linguistic level (e.g., well-
sounding, intriguing, or marketing-friendly names), we did not
differentiate points (e.g., 1 for full conformity, and 0.5 for
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partial conformity). In each iteration, only the O—1 notation was
used for assessing the similarity of the names of the courses,
where “0” meant no similarity at all, and “1” indicated full or
partial similarity. Full similarity was indicated when the name
of the course suggested by an LLM was exactly the same as
the one given in the university’s curricula. These include, for
instance, “Econometrics” (for Economics at all five universi-
ties), and “Physical culture” (for both degree programs at all
universities). Partial similarity was found in more cases than full
similarity. One example of such similarity could be the course
“Commercial law” (at UEKR, degree program Management)
and the course “Law in business” suggested by GPT-4. While
the words “business” and “commerce” are not synonyms, they
are related, so these courses can be considered partially (if not
even fully similar). When the course was just “Law” (at UEKAT,
Management) and the LLMs suggested “Law in business,” we
stated the lack of similarity, since the “Law” course might have
a wider choice of topics than business law. In addition, we
would like to mention here that the language of the curricula
and the LLMs’ suggestions is Polish, so not all similarities and
differences in course names may be illustrated by us in this
article. We present the results as percentages for normalization,
since the number of courses in each university’s curricula is
different [e.g., 22 courses in the UEKR and 36 courses in the
UEWR).

V. RESULTS
A. Assignment of Hours

The suggestions of the analyzed LLMs for hours were random
and did not follow any logic usually applied to HEIs (at least
in Poland). In the first iteration, Bard indicated 30 h for each
lecture and 15 h for most practical classes; in the second iteration,
it stopped showing the number from semester 4. In the third
iteration, most courses received 30 h of lectures and practical
classes. In the first iteration, GPT-4 appointed 45 h of lectures for
most of the courses, with one reaching 60 h. The practical classes
also received 45 h, with random assignments. The situation was
corrected only in iteration 3, where the prompt specified the
hours for lectures and practical classes. The same problem was
observed for GPT-3.5. Gemini did not indicate the number of
hours for the courses in any iteration. Instead, it divided the
courses into lectures and seminars with specific numbers (e.g.,
three lectures and one seminar). Therefore, we have decided
not to analyze the adequacy of assigned hours any more deeply
and not to compare them with the actual curricula of Polish
universities.

B. Assignment of Courses in the Curricula

Table II contains the results of the analysis of the curricu-
lum for the Economics degree program, generated by GPT-3.5,
GPT-4, Bard, and Gemini, also presented in Fig. 1. For the
convenience of building this table and the following ones, we
abbreviated the names of the universities as follows: UEKAT—
University of Economics in Katowice, UEKR—Cracow Univer-
sity of Economics, UEWR—WTroclaw University of Economics
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TABLE II
RESULTS OF CURRICULUM ANALYSIS—ECONOMICS DEGREE PROGRAM (% )

apr |No.of [GPT35 GPT-4 Bard Gemini

courses | Jteration 1 | Iteration 2 | Iteration 3 |Iteration 1 |Iteration 2 |Iteration 3 | Iteration 1 |Iteration 2 |Iteration3 |Iteration 1 |Iteration2 |Iteration3
UEKAT |23 52.17 52.17 47.83 56.52 60.87 52.17 26.09 30.43 13.04 30.43 43.48 56.52
UEKR (22 59.09 54.55 50.00 50.00 54.55 59.09 18.18 31.82 18.18 4545 59.09 68.18
UEWR |36 38.89 3333 25.00 50.00 52.78 36.11 25.00 3333 11.11 30.56 36.11 38.89
UEPN |32 50.00 46.88 37.50 37.50 40.63 50.00 9.38 18.75 18.75 31.25 40.63 53.13
SGHW (31 48.39 38.71 3333 41.94 45.16 43.33 19.35 29.03 12.90 22.58 38.71 45.16
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Results of curriculum analysis for LLMs in iterations—Economics degree program.

TABLE III
DESCRIPTIVE STATISTICS FOR LLMS—ECONOMICS DEGREE PROGRAM
Measure GPT-3.5 |GPT-4 |Bard Gemini
Mean 44.52 4871 |21.02 42.68
Standard error 2.46 1.98 2.02 3.19
Median 47.83 50.00 |18.75 40.63
Standard deviation 9.52 7.66 7.81 12.37
Minimum 25.00 36.11  ]9.38 22.58
Maximum 59.09 60.87 |33.33 68.18

and Business, UEPN—Poznan University of Economics and
Business, and SGHW—SGH Warsaw School of Economics. The
column “No. of courses” shows the number or courses in the
actual university curricula.

In the first iteration, where the prompt was very general, both
GPT models obtained better results than the Google models
(Bard and Gemini)—for example, 52.17% for GPT-3.5 versus
30.43% for Gemini, for UEKAT. GPT-3.5 obtained the best
result in the first iteration; in the second iteration, the best result
was achieved by GPT-4, while in the third iteration, the best
result was achieved by Gemini.

The courses proposed in the first iteration were often not
repeated in the second and third iterations for each LLM. The
answer was not supplemented with the indicated guidelines as
we expected, but an entirely new proposal was generated.

Considering the average values over all iterations, GPT-4
achieved the best results, followed by GPT-3.5 and Gemini.
Tables IIT and IV present the descriptive statistics for the courses
assigned to the Economics degree program. Table IV shows
the statistics for all iterations (all LLMs for all HEIs), without
distinguishing between specific LLMs.

The mean and median, regardless some differences in the
calculations, present the most typical values for each of the

TABLE IV
DESCRIPTIVE STATISTICS FOR ITERATIONS —ECONOMICS DEGREE PROGRAM
Measure Iteration 1 |Iteration 2 |Iteration 3
Mean 37.14 42.05 38.51
Standard error 3.18 2.50 3.81
Median 38.19 40.63 41.11
Standard deviation |14.24 11.18 17.05
Minimum 9.38 18.75 11.11
Maximum 59.09 60.87 68.18

LLMs (in Table III), with the highest being for GPT-4, and
present the most typical values for iterations (in Table IV), with
the highest being for the second and third iterations. The lowest
standard deviation, as well as the standard error, corresponds to
the most consistent results: it is shown by GPT-4 among other
LLMs (see Table III), and overall, in the second iteration (see
Table IV).

It seems that the precision of the prompt given to the LLMs in
the third iteration, and its difference from the previous prompts,
resulted in the LLMs accepting a somewhat different task and
thus providing results that differed greatly from the first and
second iterations (which were more similar to each other).

In the second iteration, the list of courses was correctly
extended to include languages and physical education classes.
In the third iteration, the tools included a general elective course
and an elective course in a foreign language per the given
guidelines.

For GPT-3.5 and Bard, the results of the third iteration were
the worst, but for the multimodal models GPT-4 and Gemini,
the results of this iteration were the best. Table V presents the
results of comparing the courses suggested by LLMs in three
iterations for Management, also presented in Fig. 2.
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TABLE V
RESULTS OF CURRICULUM ANALYSIS—MANAGEMENT DEGREE PROGRAM (% )

apl |Nooof GPT-3.5 GPT-4 Bard Gemini
courses | Jteration 1 |Iteration 2| Iteration 3 | Iteration 1 |Iteration 2| Iteration 3 | Iteration 1| Iteration 2 Iteration 3 | Iteration 1| Iteration 2| Iteration 3
UEKAT |25 52.00 64.00 36.00 36.00 36.00 52.00 20.00 32.00 24.00 52.00 80.00 48.00
UEKR (33 48.48 57.58 3333 42.42 39.39 4242 36.36 45.45 36.36 51.52 54.55 39.39
UEWR (36 50.00 58.33 3333 44.44 41.67 38.89 27.78 36.11 30.78 55.56 58.33 30.56
UEPN |25 60.00 72.00 48.00 40.00 40.00 48.00 32.00 44.00 28.00 60.00 76.00 48.00
SGHW |30 40.00 50.00 26.67 26.67 26.67 3333 20.00 26.67 16.67 53.33 56.67 23.33
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Results of curriculum analysis for LLMs in iterations—Management degree program.

TABLE VI TABLE VII
DESCRIPTIVE STATISTICS FOR MODELS—MANAGEMENT DEGREE PROGRAM DESCRIPTIVE STATISTICS FOR ITERATIONS—MANAGEMENT DEGREE PROGRAM

Measure GPT-3.5 |GPT-4 |Bard | Gemini Measure Iteration 1 |Iteration 2 |Iteration 3
Mean 48.65 39.19 |30.41 52.48 Mean 42 .43 49.77 35.85
Standard error 3.30 1.78 2.17 3.76 Standard error 2.78 3.50 2.18

Median 50.00 40.00 |30.78 | 53.33 Median 43.43 47.73 34.67
Standard deviation 12.78 6.90 8.42 14.58 Standard deviation 12.44 15.66 9.73
Minimum 26.67 26.67 |16.67 | 23.33 Minimum 20.00 26.67 16.67
Maximum 72.00 52.00 |45.45 | 80.00 Maximum 60.00 80.00 52.00

For the Management degree program, Bard did a slightly
better job than for the field of Economics. However, as with the
Economics degree, this LLM never achieved 50% similarity
with the actual curricula.

Gemini achieved a maximum of 80% similarity for UEKAT
and 76% for UEPN in the second iteration. For GPT-4, the
maximum value is 52% for UEKAT in the third iteration. For
both versions of GPT, the minimum similarity percentage is
26.67%, which is better than the minimum values achieved by
the Google models (16.67% for Bard and 23.33% for Gemini).
In the case of generating syllabi for Management, the results
of GPT-3.5 and Gemini in the second iteration were the most
similar. GPT-4 performed significantly worse. After averaging,
the best results were obtained by Gemini.

As in the case of Economics, the LLMs achieved the highest
results in the second iteration. Descriptive statistics for the
assignment of courses for the Management degree program are
shown in Tables VI (for LLMs) and VII (for iterations).

While the highest result for Economics was achieved in the
third iteration (see Table IV), for Management, it was achieved
in the second iteration (see Table VII). The lowest standard
deviation and standard error show the most consistent result for
Management in the third iteration (see Table VII).

The highest standard deviation and standard error values were
achieved by the Gemini model both for Economics (see Table I1T)
and Management (see Table VI), while the lowest were achieved
by the GPT-4 model, also in both cases.

This indicates that the differences between the results for
different universities and across different iterations were very
high for Gemini, whereas GPT-4 achieved the most consistent
results.

C. Assignment of Topics in Course Syllabi

In this section, we compared the topics presented in the syllabi
of the selected courses of the five universities with the lists of
topics suggested by the LLMs. To conduct the judgment process
to determine whether the thematic scope specified in the syllabi
was consistent with the actual syllabi provided by HEIs, we also
used a binary judgment approach. We used the 0—1 notation
to assess the similarity of topics, and we primarily relied on
expert assessments to determine whether the names of topics to
be covered in the syllabi generated by LLMs were consistent
with the actual topics in the syllabi provided by HEIs. In this
case, “0” meant that the LLM suggested no such topic, and “1”
meant that the LLM suggested such a topic or a partially similar
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TABLE VIII
COMPARISON OF TOPICS SUGGESTED—MANAGEMENT DEGREE PROGRAM (% )

Course GPT-3.5 |GPT-4 |Bard | Gemini

Statistics in management |44.78 41.79 |31.34 | 41.79

Organizational behavior |44.93 46.38 |34.78 | 46.38

Project management 52.94 68.63  [27.45 | 54.90

Egg‘;;;f:ﬁ?rces 5246 [59.02 |50.82 | 54.10
TABLE IX

COMPARISON OF TOPICS SUGGESTED—ECONOMICS DEGREE PROGRAM (% )

Course GPT-3.5 |GPT-4 |Bard Gemini
Econometrics 28.99 23.19 | 21.74 | 31.88
Law 47.30 58.11 | 35.14 | 36.49
Economic policy 31.15 49.18 | 16.39 | 42.62
Basics of management 50.75 53.73 | 40.30 | 38.81

topic. Course syllabi were generated by each LLM only in one
iteration.

One example of such partial similarity could be the “Orga-
nizational behavior” (Economics at UEWR) course, which in-
cludes, among other topics, “Employee motivation.” The LLMs
suggested the following versions of topics: GPT-3—motivation
and personality; GPT-4—motivation in the workplace, key theo-
ries of motivation, motivational strategies in organizations, and
motivating various groups of employees; and Bard—methods
of motivating employees and motivation in the workplace. This
course contains 8-26 topics (within the five universities we
analyzed). This is caused, among others, by the fact that each
university has its own syllabus format; for example, some write
only the significant topics, while others provide a detailed list
of all subtopics. We accepted the topics suggested by the LLMs
as “1”—similar or partially similar. Tables VIII and IX com-
pare the topics suggested by Bard and two versions of GPT
models for four courses. The values presented are the average
percentage of similarity within five universities for each of the
selected courses. The Management degree program is presented
in Table VIII.

GPT-4 and Gemini showed the highest similarity for three
of the four courses. Only in one case, GPT-3.5 achieved better
results. For Bard, the highest degree of similarity is for “Human
resources management,” at 50.82% . It is also the only course
with a similarity above 50% for all LLMs. Judging by the fact
that “Human resources management” is the only course that
obtained relatively high similarity with the actual syllabi from
all four LLMs, we can claim that the LLMs perceive this course
as more understandable or predictable, perhaps more common
for universities.

Table IX compares the topics suggested by four LLMs for four
courses within the Economics degree program. In the case of this
degree program, the “leading” courses are “Law” and “Basics
of management.” The “Basics of management” course seems
to be the most “successful” course for all the LLMs. As in the
case of the “Human resources management” in the Management

degree program, the “Basics of management” seems to be the
most predictable and unified for all four LLMs.

VI. DISCUSSION AND CONCLUSION

Since among the various possible uses of LLMs in education,
generating curricula and syllabi for specific courses is one of the
most frequently mentioned [14], [17], the authors’ experiment
aimed to verify that.

The experiment shows that none of the analyzed LLMs can
develop a complete curriculum at a level comparable to that
generated by humans. By analyzing the differences between the
tools, we determined that multimodal models, such as the GPT-4
and Gemini, are better suited for this task than older models.
However, in most cases, the results for GPT-3.5 did not differ
significantly.

None of the LLMs correctly assigned the number of teaching
hours to a subject based on the instructions provided. However,
it can be concluded that this type of activity is not a typical
task for which LLMs were created and that other algorithms,
e.g., decision trees, would cope with this problem better [67]—
which may be a starting point for another research. However,
multimodal models, such as GPT-4 and Gemini, did not perform
better than GPT-3.5, which cannot analyze data or code.

We also analyzed the differences in the results depending on
the construction of the prompt. We observed that the precision
of the prompts had a significant impact on the results gener-
ated by the LLMs. Simpler models (GPT-3.5 and Bard) had
difficulty adapting to more complex prompts. Both GPT models
performed better at generating responses to a general prompt
than the Google models. GPT-3.5 achieved the best result using
a very general simple prompt. More advanced models (GPT-4
and Gemini) handled precise prompts better, achieving their
best results with very precise queries. However, generalizing
the results of all the LLMs, the best results were obtained in
the second iteration. Therefore, it can be concluded that the
best results were achieved when the prompt included some
specificity of the task but did not impose highly detailed criteria.
Considering the described process of giving the prompts to
the LLMs, this knowledge may be helpful for another try or
experiment conducted using a newer model’s version or in a
different field of study.

Unfortunately, we found that refining the prompt to obtain
better results does not always yield the expected outcome. At
the level of creating curricula, depending on the iteration, LLMs
added specific courses that were not included in subsequent
attempts. When the queries were refined to be more detailed,
the adequacy of the answers decreased for all LLMs.

Analyzing the differences between the courses, based on the
average values of all iterations for generating the curriculum
for the Economics and Management programs, we determined
that for Economics, GPT-4 achieved the best results, followed
by GPT-3.5 and Gemini. For the Management program, the
best results were achieved by Gemini. The results of generating
educational programs and topics covered within subjects are not
satisfactory. For the most part, the LLMs’ results did not match
the programs developed by the university’s teams of specialists.
However, our results are better than those for generating course
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concepts in a study by Ehara [65], where the conclusions are
that the proposals generated by LLMs are not consistent with
human propositions. At this point, however, it is worth noting
that there are significant observable differences between the
programs established by people at different universities.

According to the university guidelines, the syllabi should
indicate the recommended literature. However, it is known from
previous studies that LLMs are prone to hallucinations [5] and
that LLMs are unable to produce learning outcomes under the
assumptions made because they require abstract thinking, which
they are not capable of [7]. Therefore, the results obtained in
this study did not include the suggested literature or learning
outcomes. It is worth noting that Google models proposed the
literature at the level of creating course syllabi, but it was
completely incorrect, and the suggested literature propositions
do not exist. The LLMs should be familiar with a complete list
of required textbooks for each course to obtain a higher level of
precision in generating literature for the given subject.

Each of the analyzed LLMs made mistakes when creating
curricula and syllabi for specific courses. Subsequent iterations
increased the number of inaccuracies, which translated into a
lower similarity percentage between the actual and generated
content. Bard’s results for each of the analyzed areas were the
worst in terms of quality.

In summary, we conclude that none of the studied LLMs can
generate syllabi and curricula completely, none is error-free,
and none follows university guidelines, because this task is
still too complex. Course suggestions generated by LLMs as
part of curricula and content within the subjects can be consid-
ered logically justified. Therefore, we conclude that LLMs can
support generating ideas or inspire academics to develop such
documents, but they must be subject to human verification.

Our study results closely resemble the findings of Hoffmann
et al. [68], who employed the ChatGPT to construct a psy-
chometric scale in which the tool helped define the scale’s
dimensions and generate relevant items. Similarly, as in our
study, the findings highlight the limitations of using Al in content
generation. While GenAl effectively generated curricula and
syllabi and proposed a wide range of subjects, human inter-
vention is important for refining these subjects and confirming
their validity and quality.

Some of the risks of using GenAl in curricular design are
derived from GenAl tools. These include the creation of false
information, bias and discrimination, intellectual property and
copyright issues, privacy and security breaches, quality and
reliability concerns, and compliance challenges. The tools of
the GenAl can also create nonexistent literature items, which
results from a tendency toward so-called hallucinations [5]. In
our study, we identified the most obvious risks as generating
inaccurate names of subjects, inaccurate course content, incor-
rect number of hours assigned for each course, illogical order of
subjects in each period, risks related to plagiarism by providing
unauthorized content, and overreliance on Al-generated content.
In the case of using GenAl as a support for generating the course
descriptions and syllabi, our recommendations stand as follows.

1) AI must be treated only as a support tool for content

generation, which needs to be overseen by an expert.
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2) The prompts balance is required (not too general, yet not
too detailed).

3) The content requires verification in terms of consistency
and potential errors.

4) Ensuring that the selected Al-based tool has the correct
literature set is required.

A. Contribution of the Study

The study’s contribution may be explained as follows. First,
by examining the capabilities of four LLMs—ChatGPT-3.5,
ChatGPT-4, Google Bard, and Gemini—in generating higher
education curricula and syllabi, this study presents a novel
application of GenAl in academic program design, addressing
aresearch gap in LLMs’ application to educational design.

Second, the study provides a foundation for future interdisci-
plinary research, underscoring the role of Al as acomplementary
tool rather than a replacement in academic innovation.

Third, this study allowed us to verify the assumption made
by researchers in other scientific studies that LLMs can be
used in academic work to generate curricula and syllabi for
subjects. However, unlike the studies identified during the liter-
ature review, in our experiment, the verification was not limited
to analyzing the content generated by ChatGPT. The results
generated by the four LLMs were compared.

LLMs are a technology that will continue to evolve. Therefore,
the study’s contribution is to help indicate which of the currently
publicly available LLMs can (and to what extent) generate the
content necessary for creating and conducting degree programs
by universities.

B. Limitations of the Study

Our study has four limitations. First, only degree programs
and courses belonging to the discipline of Economics and Man-
agement were considered. However, we are aware that for other
academic disciplines, such as science, technology, engineering,
and mathematics (STEM) field, the results may differ. Second,
there were few convergent degree programs at the analyzed
universities, and within the selected programs, there were few
convergent courses for which a comparison could be made.
Therefore, the scale (number of courses and curricula analyzed)
is small. Third, it should be emphasized that although all Polish
universities operate within the framework of the guidelines
adopted at the pan-European level in the Bologna Process, they
have autonomy in shaping curricula and content implemented in
specific courses. This, in turn, makes the input material (syllabi
and curricula) used for comparison with the content generated
by LLMs not homogeneous. The results of the quasi-experiment
were validated by comparing them with the existing curricula
and course descriptions from Polish Universities of Economics.
The adequacy of the outputs generated by LLMs may also vary
when compared to the actual curricula and course descriptions
from universities in other countries, which operate within dif-
ferent educational systems.

The expert evaluation method used in the study does not
contain interrater reliability measures for expert evaluations.
Furthermore, we are aware of potential biases in LLM training
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data. Finally, we are aware that the binary method of judgment
misses to address important educational qualities like systematic
course ordering and unified pedagogical structure alongside the
balance of different fields.

C. Avenue for Further Research

The present study can serve as a starting point for compar-
ing results from other disciplines or courses. It can also be
a voice in the discussion on the risk of generating academic
content through LLMs. Finally, the conducted study can be
used as a model for conducting similar verifications regarding
the assumptions about the content that LLMs can generate. In
particular, it is worth repeating the study with a more extensive
assessment method, not limited to binary assessment, and taking
into account the broader context. The possibilities of LLMs in
terms of assigning didactic hours are also worth implementing,
but with the use of more developed multimodal models that
have been enriched with the possibilities of logical reasoning.
This research is also worth repeating using LLMs with dataset
optimization coupled with a reinforcement learning approach to
curriculum development.
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